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Abstract

Study on modeling human psychomotor behaviour based
on tracked motion data is reported. The motion data is
acquired through various integrated inertial sensors, and
represented as Euler angles and accelerations. The Mini-
mum Message Length (MML) algorithm is used to identify
frames of intrinsic segmentations and to acquire a classifi-
cation basis for unsupervised machine learning. The clas-
sification model can ultimately be deployed in recognizing
certain skilled behaviors. The prior results are analyzed as
FSMs’ (Finite State Machines) to extract the potential rules
underlying behaviors. The progress made so far and plan
for further work is reported.

1. Introduction

Acquisition of the human psychomotor behaviour has

become a popular research area. In addition to self-

discovery, learning of skills in humans generally takes place

through training by an instructor in the psychomotor do-

main, where ‘motor’ is an observable movement response

to a stimulus. According to Smith and Smith [21], there

are three types of movements, postural, locomotor and ma-

nipulative movements. In this work we focus on locomo-

tor movements, which translate and rotate a body. The

aim is to capture predefined behaviours in the inertial sen-

sors data, and subsequently analyze the multidimensional

patterns, employing an unsupervised Minimum Message

Length (MML) encoding — a machine learning method, in

order to build a model then to distinguish different behav-

iours with this model.

In this paper, Minimum Message Length (MML) encod-

ing is deployed to build a primitive model for three pre-

defined human arm behaviours. This is subsequently vali-

dated on new and unseen data were the model is employed

to identify new examples of each behaviour. In Section 2

a review of the previous work will be carried out. The ex-

perimental details and considerations will be described in

Section 3. In Section 4 some aspects of the related theory

will be discussed and in Section 5 a range of experimental

results will be presented. These results are further consid-

ered and discussed in Section 6, followed by an outline of

future work in Section 7.

2. Background

The study for human motion modeling has become of

particular interest in the robotics and other relative fields.

Generally, in order to analyse human behaviour, an ap-

proach is to define and segment these into motion primi-

tives [13], and describe or generate new behaviours using

such primitives. These can be defined in various patterns,

according to different methods and theories.

In the work conducted by Nakazawa [15, 16], the prim-

itives are defined as composition of “motion base + motion

style”. Both the motion-base and -style are graphic based

and calculated from monochromatic video presenting hu-

man dance motions. An alternative approach is to use the

number of Degree of Freedoms (DoFs) to define the mo-

tion primitives. Amit and Matari [1] assumed a set of innate

base primitives to control the DOFs in their motion learning

framework. The choice of primitives is required for animat-

ing the robot as well as being able to characterize the skilled

patterns of motion observed. HaiBing and colleagues [10]

modeled motion primitives by utilizing Gaussian Mixture

Models and their distribution densities in their study of hu-

man actions. In this work the primitives are not constrained

to relate to any particular mode, they can be associated with

any type of motion segment and can be used to describe any

manoeuvre.

In order to acquire motion data of human behaviour, var-

ious types of sensors have been employed. Optical and in-

ertial sensors are popular choices in this area, but they re-

quire significant postprocessing of image data in order to

deduce motions of fixed points. Optical sensors are mostly

unobtrusive, practical and will not impact on the motion of

the subject. Such systems are widely used for industrial,

and or, public monitoring purposes [1, 8, 26, 27]. Although
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in certain cases the 2-D information provided by monocu-

lar camera vision has proved to be sufficient for monitor-

ing purposes, 2-D vision systems do not function as ideal

sensors for complex human behaviour study. To make mo-

tion feature extraction simpler, reflective markers are often

mounted on the subject [12]. Multiple cameras are used

to extend 2-D image perception for 3-D space in order to

cope with more demanding or complex motions and sce-

narios [19].

There are several different types of inertial sensors now

being utilized for motion capture, such as Micro-Electro-
Mechanical Systems (MEMS), solid state accelerometers,
gyroscopes, magnetometers. These, being relatively unob-

trusive, can be mounted externally on the subject at the pre-

cise points of interest, providing direct and accurate mea-

surements of motion and posture, often in real-time. The

electrical signals generated by a single inertial sensor, are

mostly a direct analogue of some specific aspect of the mo-

tion observed. However, consistent singular types of inertial

data are often insufficient for motion study and it is neces-

sary to augment their type. Sensor fusion [7, 14, 20] is one

procedure to combine different types of sensory data and

integrate them to form useful motion features.

Different machine learning and data mining methods

have been applied in this area, in order to segment the ob-

served human motions into various primitive modes from

sensory data. As such primitives could be combined in var-

ious permutations to form plausible to useful segments, al-

most all the popular classification methods have been used

by different authors.

A Support Vector Machine (SVM) algorithm was em-

ployed by Sukthankar and Sycara [22] in their military ma-

noeuvre recognition project. Kumar et al. [11] were able

to successfully classify and recognized human hand ges-

tures using an Artificial Neural Network (ANN) and a Mo-

tion History Image (MHI) [2] in order to characterize the

motion from a high dimensional space into a low dimen-

sional space, and established a recognition criterion through

a nearest neighbour technique. Fuzzy logic is also been en-

dorsed by a number of authors, Nascimento et al. [17] de-

veloped the Fuzzy Clustering Multiple Prototype (FCMP)

approach, based on FCM seeking to provide improved per-

formance in fitting various proposed models. Haibing et

al. [10] developed an alternative Primitive-based Coupled
Hidden Markov Model (PCHMM) method based on a tra-

ditional Hidden Markov Model (HMM), endeavouring to

recognize complex, but natural human actions within a

smart classroom [9].

3. Experimental Setup

The sensor used in this work to capture the dynamic mo-

tion behaviours is an integrated inertial unit the MTx. The

MTx itself combines nine individual MEMS sensors to pro-

vide drift-free 3D orientation as well as kinematics data:

3D acceleration, 3D rate of turn (rate gyro) and 3D mag-

netometers [5]. Embedded DSP within the MTx unit pro-

vides Euler angles, kinematics and the orientation matrices

as outputs. The focus, however, is primarily on the Euler

angles and accelerations as motion training data. Euler an-

gles present the posture of the body at the point the sensor is

attached, and the accelerations are relative to current move-

ment. Both Euler angles and accelerations have 3 orienta-

tions, Roll, Pitch and Yaw for the Euler angles and X, Y, Z

axes for accelerations. The input for our system is a mixed

stream of these 6 features.

Three specific skilled tasks, principally locomotor and

manipulative movements involving the arm and hand are

chosen as target training behaviours, which would be to

be performed several times, and hopefully later recognized

by the resultant model. These are called Grab, Push and

Zigzag. The goal for each of these behaviours is the same:

to move an object (small tube of glue) from one location

to another on a flat surface (desktop). The difference be-

tween each task is the trajectory used to complete it. Grab

requires the subject, using their hand, to pick up the glue

tube, translate and deposit it at the end point; Push, alter-

natively requires the subject again using their hand to push

and to slide the glue along the desktop in a straight path

until the end point is achieved; and Zigzag requires the sub-

ject to alternatively push/slide the object along the desktop,

following an S-shaped path between start- and end- points.

This work is based on the idea that the same style of

behaviours corresponds to similar trajectories within the 6-

dimensional feature space. Example trends of the changes

occurring for each these six features for all three behav-

iours are illustrated in Figure 1. One can readily appreciate

from the trends in Figure 1 notable variations between be-

haviours. For example the variation in Pitch is pronounced

in the “Grab”, manoeuvre whilst relatively flat in the case

of Push. In comparison, all features in the Zigzag task man-

ifest a greater degree of variation, even to the extent of di-

rectly portraying the S-shape path being followed.

In most cases, the combinations of Euler angles and ac-

celerations vary dynamically for each of the different be-

haviours. It is conjectured that if the trajectories for all be-

haviours are examined in the six-dimensional space, that

these trajectories should closely correspond with the same

start and end points, but possibly pass through differing ar-

eas in-between.

By repeating these behaviours many times, and on each

occasion noting/labelling the skill performed, it is possible

to segment all of the stream of data into a library of unique

modes or clusters within the 6-D feature space. By rein-

stating the task-labels (or indices), post the segmentation

process, it will be possible to identify which cluster/mode
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(a) Grab (b) Push

(c) Zigzag

Figure 1. Example trends of all features in
performing each behavioural task

is associated to which behaviour, as well as, which of these

are common or unique to each manoeuvre, and also what

is the generic sequence for each. In this way, we transform

the 6-feature sequence data into a modecluster sequence.

If the experimental results indicate promising similar out-

put sequences for the same style of behaviours, and notable

dissimilarities between different behaviours, then such se-

quences could be utilised as the basis for a skill model with

which to recognize and classify future (or unseen) motion

data.

4. Theory

There are many ways in which to partition the feature

space into qualitative or purposed based regions. The sim-

plest way could be by dividing it into a large number of

cubes. Indexing each of these cubes would be a relatively

easy task, but the storage manipulation and access of these

may not scale satisfactory: 1) Human behaviours are re-

stricted to the body frame; so many cubes in this hypothe-

sised space may never be reached by those trajectories that

only correspond to realistic muscular-skeletal behaviours;

2) the number of cubes will increase exponentially. Too

many cubes may be required in order to achieve a reason-

ably sensitive system.

Fuzzy C-means (FCM) is an unsupervised classification

method based on fuzzy logic, it was initially proposed by

Dunn [6] and later generalized by Bezdek [3, 4]. The al-

gorithm clusters sample data automatically according to the

Euclidian distances between the data instances. Generally

only the targeted number of clusters needs to be defined by

the user and, the algorithm can be applied to data distrib-

uted over multiple dimensions. Seemingly, the FCM ap-

proach was easy to comprehend and implement for our pur-

poses. However, additional (subjective) adjustments were

ultimately required before satisfactory and or usable results

were obtained. The data acquired from the MTx sensor

units, is necessarily a stream of multivariate data types, and

for our purposes these reduce to two different types of data,

Euler angles and accelerations. Since FCM is based on de-

terministic, distance based metrics, it treats the values of

Euler angles the same as accelerations. Without having

to normalize these components through an additional pre-

processing, this kind of disparity is suggestively resolved by

adjusting a set weight for each feature. Further more, its not

easy to determine a‘priori how many clusters is best when

using FCM. This approach provides appropriate optimized

partitions for a fixed number of clusters, but little guidance

is available in determining the best number of clusters. In

overcoming this, an alternative Gaussian mixture-modeling,

probability based segmentation approach was considered,

here Minimum Message Length (MML) encoding.

The Minimum Message Length (MML) principle [18,24,

25] of machine learning is based on information theory and

statistics. The rationale behind MML is to postulate a model

of the data as a series of candidate partitions, then to eval-

uate this by estimating the amount of code required to de-

scribe the model plus the data exceptions that fall outside

of it. In considering alternative, and or successive models,

those that reduce the total message length are maintained

and further specialized. In short, the reduction of message

length becomes the guiding metric of the data segmentation

or clustering model. The MML mixture modeling programs

employed addresses both the model selection and parameter

estimation.

The MML principle tries to encode the data with various

theories, and then evaluate the theory that maximizes the

product of the prior probability of theory with the probabil-

ity of the data in light of that theory.

5. Experiment and Results

Experiment is conducted where a subject repeatedly per-

formed three predefined arm behaviours, Grab, Push and

Zigzag. These behaviours are recorded using the MTx sen-

sor in 3D accelerations and Euler angles. Each behaviour is

repeated 30 times. The behaviours with similar trajectories

are repeated during this section to achieve conformity.

The steps for training and classifying behaviours are as

follows:

1. Extract Euler angles and accelerations as motion fea-
tures, and treat them as a 6-D data sequence.
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2. Append all of the 3x30 behaviour data one by one as
the training data set.

3. Apply the MML algorithm on the training data set, and
record the message lengths for all the resulting mixture
models.

4. Analyst the message length history to determine an op-
timal model size and number of clusters.

5. Re-visit the training data with MML to obtain a com-
plete model with the selected number of clusters.

6. Utilize the model to recognize different behaviours and
analyse differences among outputs.

7. Summarize the rules for recognizing behaviours from
the outputs.

By applying the MML algorithm to the training data set,

the segmentation process continues to function, searching to

find the best cluster set that makes the message length the

shortest. Normally the cluster number can grow up to 150

clusters before the procedure stops itself, that is were there

is no improvement in the message length over a significant

number of preceding attempts.

Considering the marginal utility for reducing message

length while increasing cluster number, a reasonable bal-

ance point between the cluster number and message length

should be found. Figure 2 illustrates how the message

length typically reduces as the number of clusters increases.

The darker line of Figure 2 illustrates a typical decreasing

Figure 2. Typical mixture model training il-
lustrating the reduction of the total message
length

message length corresponding to various models of increas-

ing number of clusters. Here, the message length decreased

from an initial maximum 262,669 (1 cluster) to the mini-

mum 169,978 (83 clusters), representing a compression of

35.29%. The four red lines show the message length when

decreasing extents are 80%, 85%, 90% and 95% of the to-

tal decrease. From the trend in message length in Figure 2,

we notice that its curvature changes perceptibly after pass-

ing the 90% threshold line, which in turn intersects with the

curve at approximately 27 clusters. This then is considered

as a reasonable, minimal yet sufficiently responsive, model

with which to model the skilled behaviours.

A new mixture model containing 28 clusters was subse-

quently trained. Each cluster (or mode) formulated within

this new model accounts for a specific proportion, or abun-

dance of the whole data. Subsequently, these clusters are re-

sorted with a descending order of abundance, and re-labeled

accordingly, as seen in Figure 3. One can appreciate; that

the more significant clusters, those with the Figure 2. Typ-

ical mixture model training illustrating the reduction of the

total message length. smaller labels, will correspond to the

more common facets of the aggregated motions, where as

the higher number clusters in comparison may be attributed

to more refined, or unique actions. By utilizing this model,

the original training data was mapped to a series of cluster

sequences.

0

0.02

0.04

0.06

0.08

0.1

0.12

0 5 10 15 20 25 30

Figure 3. Decreasing abundances of modes
in the final mixture model.

By representing differing clusters by different colour,

we can describe the behaviours by sequences of different

coloured clusters, these clusters can be treated as our mo-

tion primitives. For example, as seen in Figure 4, if we

plot only the recorded angles for each behaviour within the

Euler feature space, and also mark different cluster mem-

berships with different appropriate colours, we can visually

determine the temporal and multi dimensional make up or

each.

The trajectories in Figure 4 represent how each behav-

iour is achieved in the Euler angle space, and how the prim-

itives change as the behaviour progresses in time. The size

of each cluster is not fixed; it is determined automatically

by the MML training process seeking to minimise the mes-

sage length for the whole model. Every cluster is a set

of combinations of both Euler angles and accelerations. A

more detailed perspective can be seen in Figure 5 were the

behaviours are segmented by the variety and persistence
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of their respective clusters, within the mode or cluster se-

quence. In order to test how our model performs in recog-

(a) Grab Trajectory (b) Push Trajectory

(c) Zigzag Trajectory

Figure 4. 3-D Euler trajectories for each be-
havioural task identifying common different
motion modes clusters

nizing new occurrences to these behaviours, 10 additional

repetitions of each behaviour were performedł facilitating

the acquisition of unseen test data. And at the same time,

the final MML trained model was utilized in a classifica-

tion/prediction mode to output cluster sequences.

An alternative format with which to consider these se-

quences is by using a form of tuples such as:

. . . < 5, 34 >< 14, 10 >< 21, 5 >< 20, 9 > . . .
The first number in the brackets becomes the primitive

index number, and followed by its mean duration, or the

persistence of the primitive. By comparing and analyzing

such outputs, various patterns or rules may be abstracted

for the identification of similar behaviours in the future.

(a) Grab

(b) Push

(c) Zigzag

Figure 5. Behavioural task, frame based
temporal-segment decompositionsł includ-
ing kinematic trajectories

6. Results analysis and discussions

A gramma in the form of a Finite State Machine (FSM)

is abstracted for recognition of new data. This illustrates a

strong coherence among the same behaviour, the results are

as in figure 6.

Because only the Euler angles are influenced by orien-

tation, all of these angles start from 0 in the sensor fusion

step. Thus the trajectories seen in Figure 5 are actually off-

sets from the real Euler angle. To test whether the sensor

is independent from its orientation, 10 further repeats were

performed with the subject facing an orthogonal direction.

By analysing the new data, the primitive sequences main-

tain a notable coherence within same style behaviour as be-

fore, whatever the orientation is. Several highly abundant

subsequences could also be extracted as criterions for the

behaviour styles. FSM (Finite State Machine) and Markov

Chain [23] will be utilized in further analysis particularly

the conditions for primitive transitions within behaviours.
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(a) Grab: < 2, 26 >< 8, 23 >< 19, 11 >< 22, 5 >< 5, 31 ><
14, 8 >< 21, 11 >< 20, 11 >< 3, 20 >< 24, 4 >< 10, 47 >

(b) Push: < 2, 17 >< 23, 7 >< 17, 5 >< 16, 10 ><
15, 17 >< 9, 30 >< 11, 13 >< 12, 6 >< 0, 21 >< 10, 49 >

(c) Zigzag: < 17, 4 >< 16, 6 >< 13, 13 >< 7, 8 ><
18, 27 >< 7, 4 >< 9, 10 >, < 4, 20 >< 3, 21 >< 0, 48 >

Figure 6. Brief FSM models for 3 behaviours

7. Future Work

The work mentioned in this paper shows how the hu-

man arm behaviour can be modelled and distinguished with

a single MTx sensor. In future investigations, up to ten

additional sensor units will be utilized, installing these on

various parts of a subjects body, in order to capture and

study more general contexts of coordinated multifaceted of

human behaviours. As the number of sensors increases,

the model will also increase in its complexity. Identify-

ing strategies to overcome such issues, and improving the

perception of the models, is a motivating challenge for the

immediate future.
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